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It is shown both theoretically and experimentally that the phase of a transition dipole matrix element may be
determined from the interference between competing quantum mechanical paths. Specifically, we consider
simultaneousm- andn-photon excitation of a molecule to a degenerate continuum state, leading to multiple
reaction products. Variation of the relative phase of the electromagnetic fields produces a modulation of the
product signals in the various channels. A relation between the phase lag between a pair of product signals
and properties of the continuum is established. Information is revealed about coupling mechanisms, the
properties of weak spectroscopic transitions, and the phases of quasi-bound wave functions.

1. Introduction

The relative phases of wave functions are fundamental
physical quantities that may be revealed in interference experi-
ments. They play important roles in quantum control experi-
ments, as, for example, in the sculpting of electronic1 and
vibrational2 wave packets and as a diagnostic in the use of multi-
path interference to control reaction branching ratios.3,4 In the
latter case a phase lag between two product channels provides
a signature of channel control that could be used to maximize
the product branching ratio. In the present review we show how
the phase lag is not only a powerful tool for controlling chemical
reactions but also contains valuable information about the
continuum properties of atoms and molecules.

In conventional photochemical experiments the phases of
transition dipole matrix elements cannot be measured and do
not play a role. The reason the phase is not an observable in
photodissociation is that the absorption cross section is propor-
tional to the squared modulus of the dipole matrix element,

where |g〉 and |E〉 are, respectively, a bound and a scattering
wave function,E is the total scattering energy, andD(j) is the
j-photon dipole operator. For a single-photon transition,D(1) )
µε, whereµ is the electronic dipole moment andε is the electric
field vector of the light source.

The phase of the transition dipole matrix element can lead
to an observable effect if more than one pathway connecting
the initial and final states is available. Because the amplitudes
are added before the modulus is taken, cross terms arise that
contain phase information. The phases involved might originate
from the light fields used to generate the interfering paths, or
they might be properties of the matter waves associated with

the paths. Examples of both are presented in the following
section. It is also possible to design experiments in which the
phase of the cross term is produced both by the intrinsic phases
of the matter waves and by the external phases of the
electromagnetic field. In this case a powerful synergistic effect
results in which the light phase may be used both to control
the matter waves and to probe their properties. The information
extracted from this synergism is the main topic of this paper,
and is discussed in the third section. Specifically, we show that
the relative phases of transition dipole elements, which can be
measured by use of the phase property of light, contain a wealth
of information that is not readily obtained by more conventional
methods. Examples are couplings between continua, resonance
properties, including the phase of a quasi-bound wave function,
and spectroscopic properties of transitions that are not observed
in the absorption spectrum. Illustrations of each of these are
provided in section. 3.3, using the ionization and dissociation
of hydrogen iodide as a working example. The final section
summarizes our conclusions.

2. Interference Effects Produced by Matter and Light
Waves

2.1. Interference of Matter Waves.We open this section
with two textbook examples that illustrate how quantum
mechanical interference between coherent paths produces a cross
term containing the relative phases of the matter waves
associated with each path. Consider first the elastic scattering
of a particle having energyE and impact parameterb. The
classical scattering cross section for deflection by an angleø is
given by5

σ∝|〈g|D(j)|E〉|2 (1)

I(ø)sin ø ) b
|dø/db| (2)
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If the scattering potential is a repulsive function,ø(E,b) is a
unique function ofb, and semiclassical interference effects play
no role.6 If the potential has an attractive well, however,ø(E,b)
is multivalued, so that more than one impact parameter leads
to the same scattering angle. Corresponding to each impact
parameter,bj, is a unique trajectory and an associated phase
shift, η(E,bj). This phase shift is essentially the difference
between the number of radial deBroglie lengths along the actual
trajectory and the corresponding number along a reference
trajectory for which the potential has been turned off, in units
of 2π. The semiclassical differential cross section is written as
the square of the sum of the amplitudes associated with the
various trajectories. For the case of two interfering paths, the
cross section is thus5

where

up to a constant that depends on the curvature of the potential.
The cosine term in eq 3 contains the phase information that we
are seeking. From an analysis of the energy dependence of the
cross term, it is possible to recover the potential energy function.

A second well-known example is Fano interference, which
leads to asymmetric line shapes in bound-to-free transitions.7

In this case, the two paths are direct photoexcitation of the target
to the continuum state and an indirect transition to the continuum
via an isolated resonance state that is coupled to the continuum.
Again, we can write the cross section as the squared modulus
of the sum of two amplitudes,

wherefd is the modulus of the transition dipole matrix element
for the direct path,δd is its argument, andfr and δr are the
corresponding quantities for the resonance-mediated path. It is
shown in ref 8 that eq 4 is equivalent to the standard expression
for a Fano line shape, which is characterized by a reduced energy
variable,ε, and an asymmetry parameter,q. The phase for the
direct path, exp(iδd), is just the phase of the dipole matrix
element for aj-photon process connecting the ground state with
the continuum,

where k̂ denotes the scattering angles.9 The argument of the
indirect path is the sum of three terms,

The terms in eq 6 are (i) the argument of the matrix element of
the dipole operator connecting the ground state with the quasi-
bound resonance,|i〉,

(ii) the argument of the matrix element of a term in the molecular
Hamiltonian,HM, that couples the resonance to the continuum10

(e.g., the spin-orbit operator),

and (iii) the Breit-Wigner phase of the resonance,

whereEi is the unperturbed resonance center, and∆i andΓi are
the shift and width of the resonance that are caused by
interaction with the continuum. In terms of Fano’s reduced
energy and asymmetry parameters, we have

and

The cross term that results from taking the square in eq 4
contains the various matter phases defined in eqs 6-8. The
dipole operator contains the phase of the electromagnetic field,
but this phase is common to both the direct and indirect paths
and cancels out of the final expression.

2.2. Interference Generated by Light Waves.We consider
next a case where modulation of the interference term is
produced by the relative phases of two light waves. Suppose
that a molecule undergoes a bound-bound transition by simul-
taneously absorbingm photons of frequencyωn andn photons
of frequencyωm, such thatmωn ) nωm. Suppose further that
the electric fields are described by plane waves,

whereEn is the amplitude of fieldn, ωn is the optical frequency,
andφn is a constant phase. It is straightforward to show that
the overall transition probability is given by11

wherePm and Pn are the probabilities of absorbingn and m
photons, the amplitude of the cross term is given by

and the relative phase is given by

We see in eq 13 that the cross term contains the relative phase
of the light waves that generate the interfering paths. By
experimentally varyingφ, it is possible to control the population
of the excited state. Because all the states involved in this case
are assumed to be bound, their wave functions are real-arithmetic
(up to an arbitrary phase) and therefore do not contribute a
matter phase to the cross term.

An experimental demonstration of this result is shown in
Figure 1. In this example,12 a molecular beam of HCl molecules
absorbed three UV photons of wavelengthλ1 ) 335.8 nm and
one vacuum UV (VUV) photon of wavelengthλ3 ) 111.94 nm.
The VUV photon was produced coherently from the UV by
third harmonic generation in Kr gas. The relative phase of the
laser beams was adjusted by passing them through a cell
containing a variable pressure of H2 gas. The difference in index
of refraction of H2 at the two wavelengths produced a phase
difference that was proportional to the gas pressure and path
length.13 The electronically excited molecules were ionized by
an additional UV photon and detected by a time-of-flight mass
spectrometer. Variation of the H2 pressure produced a modula-
tion of the HCl+ signal, as predicted by eq 13. This method of

fie
iδi ) {E - Ei - ∆i - iΓi}

-1 (9)

cot ε ) - δi (10)

cotq(j) ) δgi
(j) (11)

εn ) Ene
i(ωnt + φn) (12)

P ) Pm + Pn + 2Pmncosφ (13)

Pmn ) (PmPn)
1/2 (14)

φ ) mφn - nφm (15)

I(ø) ) |I(b1)
1/2eiâ1 + I(b2)

1/2eiâ2|2 )

I(b1) + I(b2) + 2[(I(b1)I(b2)]
1/2cos(â2 - â1) (3)

âj ) 2η(E,bj)

I ) |fdeiδd + fre
iδr|2 (4)

f d
(j)eiδd

(j)

) 〈g|D(j)|E,k̂1〉 (5)

δr
(j) ) δgi

(j) + δic + δi (6)

fgi
(j)eiδgi

(j)
) 〈g|D(j)|i〉 (7)

fice
iδic ) 〈i|HM|E,k̂1〉 (8)
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controlling the excited-state population has been applied to
atoms14 as well as to large molecules.15

2.3. Limitations of Multipath Interference. The above
illustrations show the utility as well as the limitations of
multipathway excitation. The examples of matter wave interac-
tion demonstrate how interference patterns may be used to
determine system properties, such as the shape of the potential
energy function in the case of elastic scattering and the
resonance parameters in the case of Fano line shapes. The Fano
problem also provides a means of controlling the reaction yield
by simply tuning the excitation energy across the line shape.16

But these examples also show that, if only natural interference
is exploited, the opportunities both for extracting useful
information about molecular continua and for controlling
reaction pathways are very limited. For instance, the branching
ratio between two decay channels can be controlled only if the
associated Fano line shapes have a significantly different energy
dependence. Clearly, no information about the phases of matrix
elements is available if only a single route (direct or resonance-
mediated) is present, and only little can be learned if both are
present.

The example of multipathway bound-bound excitation shows
how an external light phase can be used to modulate an excited-
state population. Although this is a beautiful illustration of
quantum mechanical interference, it neither addresses the
chemical objectives of controlling reaction yields and product
distributions nor does it provide information about the molecule

beyond that available from conventional spectroscopy. In the
following section we show that both objectives may be realized
by multipathway bound-free photoexcitation to a degenerate
continuum.

3. Interaction of Matter and Light Phases

3.1. Phase Lags and Channel Phases.Consider again the
simultaneous excitation of a system withmphotons of frequency
ωn andn photons of frequencym, only now let the excited state
consist of two degenerate continua labeled by a channel index,
S. The reaction probability for product channelS, integrated
over scattering angles, is given by11

Expanding the square in eq 16, we obtain

wherePm(n) is the single-path probability of obtaining product
S by absorbingn(m) photons, and the cross term is given by

We refer to the quantityδmn
S as thechannel phase. The key

result is that the channel phase and the relative light phase appear
together as a sum in the cross term. It is evident from eq 17
that to maximize the yield of productSone needs simply to set
φ ) -δmn

S . Moreover, one can use the light phase to extract
information about the channel phase from the interference
pattern.

An experimental example of the intertwining of matter and
light phases is seen in the photoionization and photodissociation
of HI,17

Typical modulation data for both product channels are shown
in Figure 2. The important point to note is that the modulation
curves for the two channels are shifted with respect to one
another by aphase lag∆δ(A,B), which is just the difference
between two channel phases,

In the example of Figure 2,∆δ(HI+,I) ) δ13
HI+

- δ13
I ) 150°.

Phase modulation of bound-free transitions has also been
observed in the photodissociation of CH3I,18 the photoionization
of H2S,19 and in the generation of photocurrents in an AlGaAs
quantum well20 and in amorphous GaAs;21 however, in these
experiments the channel phase was not observed. It is shown
below that, once properly understood,δ13 may be extracted from
a measurement of∆δ.

The interest in the phase lag from the viewpoint of coherent
control of product distributions is clear.22 A priori one does not
know if a given branching ratio would be controllable. Although
in principle one may alter the branching ratio by varying only
the intensities of the two fields, interpretation of the intensity-
dependent product distribution can be ambiguous. A phase lag
between two channel phases, however, is a clear hallmark of
control. Perhaps still more important is the new information
contained inδmnabout molecular continua. To utilize the channel
phase, both as a tool for control and as a route to molecular
properties, it is essential first to explore the physical origin of

Figure 1. Modulation curve for the bound-bound
j3Σ-(Ω)0+,V′)0,J′)3)rX1Σ(V′′)0,J′′)2) transition of HCl, using
either (a) Ar or (b) H2 to control the relative phases ofω1 and ω3.
Reprinted with permission from ref 12. Copyright 1998 American
Institute of Physics.

PS ) ∫dk̂|〈g|D(m) + D(n)|E,S,k̂〉|2 (16)

PS ) Pm
S + Pn

S + 2Pmn
S cos(δmn

S + φ) (17)

Pmn
S eiδmn

S
) e-iφ∫dk̂〈g|D(m)|E,S,k̂〉〈E,S,k̂|D(n)|g〉 (18)

HI + ω3, 3ω1 f HI+ + e-

f H + I

∆δ(A,B) ) δ13
A - δ13

B (19)
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the channel phase and relate its properties to the structure of
the underlying continuum. In the following subsection we
examine the various mechanisms that produce a channel phase
and summarize the characteristics of each one.

3.2. Physical Origin of the Phase Lag.The origin of the
phase lag has been the subject of significant interest as well as
controversy.23,25,26Early theoretical studies argued that this phase
should vanish identically23 (but see ref 24 for a resolution of
the controversy) or that it may arise only from complex
intermediates in the multiphoton process.26 We now know that
there are three general sources for a channel phase. These are
(i) coupling of the exit channel continuum to some other
continuum, (ii) the presence of a resonance embedded in the
exit continuum, and (iii) the existence of a resonance at an
intermediate energy, which contributes a phase to only one of
the interfering paths. Elsewhere27 we provide the link between
the energy dependence of the channel phase and the properties
of the continuum by re-expressingδmn

S of eq 18 in terms of
physical (in principle observable) parameters, rather than in
terms of the (usually unknown) eigenstates. Here we review
only the end results of the theoretical analysis, with the help of
a schematic drawing given in Figure 3.

In the limiting case of a single (i.e., uncoupled) continuum
having a purely elastic potential energy, the channel phase
vanishes exactly. This result, labeled case (a) in Figure 3, may
be seen by expanding the continuum wave function in a partial
wave series and noting that the phase shift of each partial wave
cancels out in the integrated cross term.8 The realization that
certain processes produce no channel phase allows one to
determine the channel phase of a process of interest by
measuring the phase lag between the reaction of interest and
one having a zero channel phase.

In the case that the product channel continuum is coupled to
some other (possibly unobserved) continuum, the product wave
function can be written as a linear combination of continuum
functions,

Inserting this wave function into eq 18 yields a channel phase,

whereδA
J and δB

J are the partial wave phase shifts associated
with the two continuum channels, and theCS

JM are real
arithmetic function (assuming thata and b are real) given in
terms of the partial wave amplitudesfEJM

(j) defined in ref 8. We
note that the phase that arises from the interference of smooth
continuum channels, denoted as case (b) in Figure 3, varies only
slowly with energyson the scale of the deBroglie energy
associated with the continua.

Another limiting scenario where the channel phase vanishes
exactly is one in which the transition to the continuum occurs
exclusively via a resonance-mediated path involving a single,
isolated resonance. If there is no direct path to the continuum,
the excitation and decay paths are completely uncoupled, and
the channel phase vanishes,27

If both resonance-mediated and direct paths contribute near the
resonance and the continuum is elastic, then|δmn

S | will have a
maximum near resonance, where two routes interfere (case (c)),
falling to zero far from the resonance, where only a single route
is available. In the limit where the initial state is prepared in a
single rotational level, the channel phase in case (c) is given
by a Lorentzian function,

which vanishes forq(m) ) q(n). If the continuum is coupled,
however, then far from the resonance the direct path produces
the slowly varying channel phase discussed above in case (b).
The absolute value of the phase lag spectrum will then appear
as a “window function”, falling to a minimum near resonance
(case (d)). Similarly, two or more coupled resonances can be
shown to produce a nonvanishing phase, irrespective of the
availability of a direct process.8 In this caseδmn

S arises from
interference between the resonant pathways. This case is
depicted schematically in Figure 3e. In the general case several
sources ofδmn are entangled, giving rise to more complex
spectra. The case of two coupled resonances interacting with a
coupled continuum is shown in panel (f).

The various control schemes involving at most a single
resonance may be conveniently summarized in terms of a “four-
slit” diagram. For purposes of illustration, we consider the
specific example of one- vs three-photon excitation28 and label
the paths 1d, 1r, 3d, and 3r, as shown in Figure 4. Cases (a)
and (b) utilize only direct excitation paths (1d and 3d), whereas
cases (c-f) involve all four paths. In the example of a “window
function” paths 1r and 3r dominate, causing the channel phase
to vanish on resonance. The actual contributions of the various
paths depend on the magnitudes of coupling matrix elements,
so that it is possible to have, for example, a hybrid case
consisting of three dominant paths.

In the above examples, the channel phase is caused by
structured continua at an energy ofmωn (e.g., at 3ω1). A

Figure 2. Modulation curves for H2S+, HI+, and I+ for a mixture of
H2S and HI. The wavelength of theω1 field is 353.80 nm. The period
of the oscillation is determined by the refractive index of H2 in the
phase-tuning cell. Reprinted with permission from ref 40. Copyright
1999 Royal Society of Chemistry.

|E,S,k̂〉 ) a|E,S,A,k̂〉 + b|E,S,B,k̂〉 (20)

δ13
S ) arg{∑

JM

CA
JM + CB

JM + CAB
JM cos(δA

J - δB
J)} (21)

Pmne
iδmn

S
) ∫ dk̂〈g|D(m)|i〉 |〈i|HM|ESk̂1

-〉|2

(E - Ei - ∆i)
2 + Γi

2/4
〈i|D(n)|g〉

(22)

tanδmn
S )

2(q(m) - q(n))

[ε - 1
2
(q(m) + q(n))]2

+ [4 - 1
4
(q(m) - q(n))2]

(23)
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qualitatively different interference effect arises if there happens
to be a resonance at an intermediate level of excitation in the
multiphoton process (e.g., atω1 or 2ω1). This effect is illustrated
pictorially in Figure 5. If the final state is elastic, and if there

are no intermediate resonances, the channel phase is zero (as
depicted on the left of Figure 5). The presence of a quasi-bound
state at 2ω1 (shown on the right) introduces a phase shift of
-δres, which is equal to the negative of the Breit-Wigner phase
of the resonance. For a single rotational state having a rotational
quantum numberJ2 and an energyEJ2, the Breit-Wigner phase
is given by29

whereEJ2

R and ΓJ2/2 are the real and imaginary parts ofEJ2,
respectively. In this case the phase lag provides a direct measure
of the phase of the resonance wave function.

3.3. Experimental Studies of the Phase Lag.Many of the
phenomena predicted in the previous subsection have been
observed experimentally. Because all of these experiments were
performed using HI and DI, it is helpful first to review some of
the electronic properties of this molecule.30-32 The equilibrium
configuration of the ground (X1Σ+) state of HI is (1σ2 . . . 9σ21π4

. . . 5π41δ42δ4)10σ211σ26π,4 which corresponds to a closed shell
H+I- ionic structure.33 Promotion of an electron from a 6π
valence orbital to the 12σ antibonding orbital (nominally a
transition from the hydrogen 1s to an iodine 5p orbital) generates
the a3Πi and A1Π repulsive valence states. (See Figure 6).
Promotion instead of an electron from an 11σ valence orbital
to the 12σ antibonding orbital produces the repulsive t3Σ+ and
the bound V1Σ+ valence states. Promotion of these electrons to
higher lying orbitals produces Rydberg states with either an
X2Πi(σ2π3) or an A2Σ+(σπ4) ionic core. Removal of an outer
π electron produces the ground stateX2Πi ion. The ionization

Figure 3. Schematic drawing showing different sources of a channel phase,δ13
S . The various cases are discussed in the text.

Figure 4. The “four-slit” mechanism for coherent control. The set of
arrows on the right denote direct excitation to the dissociation or
ionization continuum. The arrows on the left indicate resonance-
mediated paths for either predissociation or autoionization of the
molecule.HM is a term in the Hamiltonian that couples the resonance
state |i〉 to the continuum. Reprinted with permission from ref 43.
Copyright 2000 American Institute of Physics.

δres) -arg(E - EJ2
) ) -tan-1[(ΓJ2

/2)/(E - EJ2

R)] (24)
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threshold lies at 83750( 1 cm-1,34,35and the spin-orbit excited
X2Π1/2 state lies at 89109( 1 cm-1.36

The potential energy curves relevant to this subsection are
sketched in Figure 6. Phase lag measurements were performed

in the energy regime 84200-85020 cm-1, which lies slightly
above the first ionization threshold. Twelve Rydberg series
converging to theX2Π1/2 ion have been assigned.37,38Our studies
involved two of the lowest states in these Rydberg series,
namely, the 5sσ and the 5d(π,δ) states.39 At approximately two-
thirds of the ionization potential lie the b3Π2 and b3Π1 states,
which are the two lowest Rydberg states of HI. These states
can be utilized to explore the effect of complex intermediates
on the phase lag (Figure 3g) by tuning the energy of the three-
photon beam to half the b3Πi resonance energy.

As discussed in the previous subsection, it is impossible to
tell from measurements of∆δ(HI+,I) alone whether ionization
or dissociation (or both) is (are) responsible for the observed
phase difference between the signals. Having shown, however,
that for specific, well-defined processes the phase shift vanishes
rigorously, we can use such a process as a reference to determine
the absolute phase shift of another process. In our experiments
we chose as the reference channel the ionization of H2S, which
was co-expanded with HI (or DI) in the molecular beam.

Figure 7 shows the phase lag spectrum of HI in the vicinity
of the 5d(π,δ) Rydberg state,40 illustrating various aspects of
cases (a), (b), and (c). The∆δ(HI+,H2S+) phase lag, obtained
from a mixture of HI and H2S, displays a maximum at 356.1
nm, in the vicinity of the resonance, as well as a secondary
maximum at 355.2 nm. These peaks ride on a baseline of
approximately zero, which is indicative of elastic continua
for ionization of both molecules, in accord with case (a). In
contrast, the channel phase for dissociation of HI (obtained from
∆δ(I,H2S+)) varies weakly with energy between-90° and
-120°, indicating that the dissociative continuum is inelastic
(case (b)). Although the maximum near 356.1 nm is almost
certainly associated with the 5d resonance, the detailed mech-
anism is a bit complicated. In principle the overlapping 5dπ
and 5dδ resonances produce in this case interference of type
(e). Because, however, the three-photon resonant route is very
weak, only three routes, 1r+ 1d + 3d, contribute in practice.

Figure 5. Illustration of a “molecular interferometer.” Column (a)
shows that two competing quantum mechanical paths connecting the
same initial and final states produce a sinusoidal variation of the product
signal that depends on the relative phase of the two paths. In column
(b) an additional phase source is introduced at an intermediate level of
the three-photon path. This source could be, for example, a predisso-
ciating resonance. The effect of this source is to produce a phase shift
of δ13 in the signal. Reprinted with permission from ref 43. Copyright
2000 American Institute of Physics.

Figure 6. Excitation scheme ofHI. One and three photons are used
to produce ground state HI+(2Π3/2) ions. The b3Π1 state, located near
the two-photon level, is predissociated by several continuum states.
The inset shows the rotational levels of theb3Π1, V ) 0 state, which
are predissociated by theA1Π continuum state. Reprinted with
permission from ref 43. Copyright 2000 American Institute of Physics.

Figure 7. Phase lag spectrum (top part) for the photodissociation and
photoionization of HI (circles) and for the photoionization of a mixture
of HI and H2S (triangles) in the vicinity of the 5d(π,δ) resonance of
HI. The bottom two panels are the one-and three-photon ionization
spectra of HI. Reprinted with permission from ref 40. Copyright 1999
Royal Society of Chemistry.
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(The sharp structure in the three-photon resonance in the bottom
panel of Figure 7 corresponds to rotational structure in the two-
photon b3Π2 resonance.)

An example of case (d) is shown in Figure 8.41 Here
∆δ(DI+,I) has a deep minimum near the 5sσ resonance, which
is indicative of a resonance embedded in an inelastic continu-
um.The data also show a striking isotope effect, which is still
under investigation. To determine which continuum (ionization,
dissociation, or both) is responsible for this effect, we co-
expanded a mixture of HI and DI and measured the interisotope
phase lag,∆δ(HI+,DI+). The vanishing of this quantity across
the 5sσ resonance (Figure 942) proved that the isotope effect is
caused entirely by the dissociation channel.A measurement of
δ(HI+,H2S+) for an HI/H2S mixture revealed a maximum in
the absolute value of the phase lag near the resonance,42 which
is again indicative of a resonance embedded in an elastic
ionization continuum (case (b).

We turn now to a case of a quasibound state at an intermediate
level of excitation, which is depicted schematically in Figure
5g. Using the ionization of H2S+ as a reference proved again
to be a valuable technique. The origin of the b3Π1 r X1Σ+

transition lies at 56738.3 cm-1,30 which is just slightly greater
than two-thirds of the ionization threshold of HI. Figure 943

reveals rotational structure in∆δ(HI+,H2S+) that is caused by
predissociation of b3Π1(V2)0,J2)5-7). Because the molecular
beam is not very cold, many rotational levels of HI are
populated. For a thermally averaged parent state, eq 24
generalizes as

where AJg,J2 is a multiple sum over products of dynamical,
geometric, and Boltzmann weighting factors, given explicitly
in ref 27. Making the single (and common44) approximation in
eq 25 that the body-fixed eigenfunctions and the corresponding
eigenvalues are independent of the total angular momentum,
one arrives at an analytical expression for the channel phase
that does not rely on knowledge of the electronic structure of
the molecule. The solid curve in the top panel of Figure 9 is a
least-squares fit of this function to the data, in which the
resonance width and rotational beam temperature are treated as
adjustable parameters. The Breit-Wigner phase of individual
rotational resonances extracted from the fit are shown by the
dot-dashed curves. Allowing up to a linear dependence of the
resonance width onJ2, we find a rotational temperature of 236
K and ΓJ2 ) (5.5 + 0.61J2) cm-1. The increase ofΓJ2 with J2

is indicative of a rotational perturbation coupling the b3Π1 state
to the continuum and is consistent with our spectroscopic
observation that the branching ratio of predissociation vs
ionization increases withJ2.

4. Concluding Remarks

Our initial interest in the phase lag was sparked by its
usefulness as a tool for controlling the branching ratios of
chemical reactions. Equally engaging is the realization that the
phase lag contains fundamental information about the continuum
properties of molecules that cannot be obtained by conventional
methods.

In the present work we discussed the various physical sources
of a channel phase in a general molecular photoinitiated reaction
and established a link between the energy dependence of the
observable and the structure of the underlying continuum. These
general concepts were exemplified though detailed experimental

Figure 8. Phase lag spectrum (top part) for the photodissociation and
photoionization of HI and DI in the vicinity of the 5sσ resonance of
HI. The solid circles denote the phase lag,∆δ(HI+,I), between the
ionization and dissociation channels of HI. The open circles denote
the corresponding phase lag,∆δ(DI+,I), for DI. The open squares denote
∆δ(HI+,DI+) for the ionization of a mixture of HI and DI, and the
solid triangles denote∆δ(HI+,H2S+) for the ionization of a mixture of
HI and H2S. The bottom two panels are the one-photon ionization
spectra of HI and H2S. Reprinted with permission from ref 42.
Copyright 1999 American Institute of Physics.

Figure 9. Phase lag and ionization spectra of HI and H2S dominated
by the b3Π1 resonance of HI at the two-photon level. Part (a) shows
the observed phase lag between the HI+ and H2S+ signals. Error bars
are a single standard deviation. The solid and dot-dashed curves are
explained in the text. Part (b) is the three-photon UV ionization
spectrum of HI, showing the two-photon, O-type rotational branch
(indicated by vertical dot-dashed lines) of the b3Π1(V2)0,J2)X1Σ+-
(Vg)0,Jg) transition. Parts (c) and (d) show the one-photon VUV
ionization spectra of HI and H2S, respectively. Reprinted with permis-
sion from ref 43. Copyright 2000 American Institute of Physics.

tan δ13
S )

∑JgJ2
AJg,J2

ΓJ2
[(EJg

+ 2ω - EJ2

R)2 + ΓJ2

2 /4]-1

2∑JgJ2
AJgJ2

(EJg
+ 2ω - EJ2

R)[(EJg
+ 2ω - EJ2

R)2 + ΓJ2

2 /4]-1

(25)
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studies of the competing ionization and dissociation processes
of HI. At large detuning from autoionizing and predissociating
resonances,δmn

S (E) provides dynamical information pertaining
to the scattering portion of the continuum. Near resonance it
provides short range, spectroscopic information. In energy
regimes where quasibound states are accessed at an intermediate
level of excitation, the channel phase provides a direct route to
the Breit-Wigner phase of the resonance.

The former, long range, type of information is similar to that
extractable from vector correlation measurements of photodis-
sociation reactions.45,46In this regime the channel phase reflects
the advancement or retardation of the deBroglie waves, produc-
ing changes in the scattering phase shift,η(E,bj), that are
sensitive to the shape of the potential energy surface in the
asymptotic region. The latter, short-range information suggests
a new type of spectroscopy that may complement conventional
(i.e., modulus-based) spectroscopies.

The possibility of using the phase property of light to infer
matter phases suggests a range of exciting opportunities, the
assessment of which will be the focus of future experimental
and theoretical studies. One obvious, but potentially powerful,
application, currently under investigation, is the detection of
weak spectroscopic transitions that are not revealed by the
modulus of the cross section, possibly because of a large
background absorption. We have observed several maxima in
the phase lag spectrum, such as the secondary peak at 355.2
nm in Figure 7, that are not clearly associated with any structure
in the corresponding absorption spectrum. Another exciting
possibility, explored in an ongoing theoretical study, is that of
formulating a true inversion scheme based on the phase-sensitive
data. Finally, the extension of our study to other systems,
including polyatomic molecules, is expected to furnish new
insights into the channel phase problem.
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